Miller experiments in atomistic computer simulations
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The celebrated Miller experiments reported on the spontaneous
formation of amino acids from a mixture of simple molecules reacting
under an electric discharge, giving birth to the research field of
prebiotic chemistry. However, the chemical reactions involved in
those experiments have never been studied at the atomic level.
Here we report on, to our knowledge, the first ab initio computer
simulations of Miller-like experiments in the condensed phase.
Our study, based on the recent method of treatment of aqueous
systems under electric fields and on metadynamics analysis of
chemical reactions, shows that glycine spontaneously forms from
mixtures of simple molecules once an electric field is switched on
and identifies formic acid and formamide as key intermediate
products of the early steps of the Miller reactions, and the crucible
of formation of complex biological molecules.

n 1953, Miller reported (1) the surprising results he had achieved

by the application of an electric discharge on a mixture of the
gases CHy, NH3, H,O, and H, that simulated what was consid-
ered at the time as a model atmosphere for the primordial Earth.
The result of this experiment was a substantial yield of a mixture
of amino acids (2-4). Similarly, Ord0 demonstrated the sponta-
neous formation of nucleic acid bases from aqueous hydrogen
cyanide subject to heating and/or spark discharges (5). Since then,
a number of different hypotheses have been formulated to ex-
plain the synthesis, from simple molecules (water, ammonia,
methane, carbon oxides), of simple organic molecules (formal-
dehyde, hydrogen cyanide, formic acid), and from the latter ones
to biological monomers (amino acids, purines, pyrimidines) up the
ladder of the complexity of life (6, 7). However, a “standard
model” explaining the emergence of larger and larger molecular
assemblies is lacking. Various sources of energy that might have
initiated this synthesis have been suggested in the last 60 y, in-
cluding UV irradiation both in extraterrestrial and terrestrial
environments (8-11), hydrothermal energy from deep sea vents
(12, 13), shock waves from meteorite impact (14-20), redox
energy in the “iron—sulphur world” hypothesis (21), radioactive
emission from uranium accumulation (22), and, of course,
electric discharges originated by lightning, which motivated the
Miller experiment, and are the inspiration of the present work.
Despite the historical importance of Miller’s experiments, no
attempts have been made to explore the role of the electric field,
traditionally considered merely in terms of just another thermal
activation.

A key aspect of that experiment was the formation of hydrogen
cyanide, aldehydes, ketones, and amino acids, suggesting that the
compounds were produced by the Strecker cyanohydrin reaction
(23). Subsequent Miller-like experiments, run with other types and
combinations of gases (24, 25) representing plausible geochemical
conditions, produced other classes of basic building block molecules,
namely sugars and nucleotides. To date, all of the major classes of
organic compounds found in biological systems have been synthe-
sized in experiments of this nature; in particular, in the most recent
study of Miller and coworkers (26), it was shown that a CO-CO,-N,-
H,O atmosphere can give a variety of bioorganic compounds with
yields comparable to those obtained from a strongly reducing at-
mosphere, suggesting that atmospheres containing carbon monoxide
might therefore have been conducive to prebiotic synthesis and
perhaps the origin of life.
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Theory and modeling have generally provided considerable
insight (27) in prebiotic chemistry, particularly by studying the
synthesis of simple organic molecules and the mechanisms and
barriers of such reactions on substrates such as ice (28, 29) or
minerals (30, 31). A remarkable theoretical study, based on ab
initio molecular dynamics (AIMD), on prebiotic synthesis fo-
cused on the simulation of the effect of the pressure/temperature
shock waves induced by the impact of bolides in the early Earth
(17). Other high-quality AIMD works show that extreme static
pressures, such as those present in the planetary interiors, can
induce the synthesis of small organic molecules from simpler
ones (32, 33). However, the full atomistic dynamical simulation
of gas-phase Miller experiments is still well beyond the compu-
tational feasibility of modern quantum chemistry methods, and
even computational studies on the bare effect of external electric
fields on solutions of Miller molecules are lacking. As a conse-
quence, the chemical mechanisms governing the reactivity of the
C-H-O-N system under electric field are unknown. On one hand,
accurate high-level quantum chemical methods are computation-
ally too expensive to deal with the dynamics of relatively large
systems containing more than 100 atoms. On the other hand, the
fundamental difficulty of treating the electronic problem, within
standard ab initio density functional theory (DFT) implementa-
tions, in the presence of an external electric field, was solved just
a few years ago for solids (34), and was only recently applied by
our group to the study of dissociation and proton conduction in
water (35).

Ab Initio Miller-Like Experiments

We present here, to our knowledge, the first computer study of
Miller-like experiments in the condensed-phase, i.e., the study of
solutions of “Miller molecules” under external electric field. Ab
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initio Car—Parrinello (36) molecular dynamics simulations
were performed within state-of-the-art DFT via the Quantum
ESPRESSO code (37). Technical details and calculation
strategies are provided in Methods. Several cubic supercells
were set up to study and amplify the different reaction steps as
long as they were successively observed. All systems were put
under progressively stronger external electric fields, up to
intensities of the order of ~0.5 V/A. Such strong field values
are necessary to dissociate water within the picosecond
timescale of AIMD (35), and are compatible both with the
experimental values of water dissociation in the presence of
electrical discharges (38), and thus with the likely conditions
of Miller experiments, and with the naturally occurring short-
ranged electric fields at the surface of minerals (39), also
implied in the prebiotic geochemical reactions.

We set up three simulation boxes by decomposing the Miller—
Strecker reaction into its elementary steps: (i) a reactants box, named
MSO01, containing 8 H,O, 8 NH3, 8 CHy, 10 CO, and 5 N, molecules;
(i) the so far supposed intermediate MS02 box, containing nine
molecules each of water, ammonia, formaldehyde, and hydrogen
cyanide; and (i) the supposed products MS03 supercell, containing
nine glycine, plus nine ammonia molecules. These proportions were
carefully chosen so as to correctly reproduce the intermediate and
end products of the Strecker reaction, and to allow each box to have
the exact same content of each atomic species as the other ones, i.e.,
18:72:18:18 atoms of C:H:O:N, respectively. This choice allows a di-
rect comparison of the potential energies of all three systems at all
steps of their dynamical and chemical evolution under electric fields,
and thus a reasonable description of the corresponding relative free
energies, as all simulations are carried out in the canonical ensemble
at the same volumes and temperatures. To this end, all three systems
have been at first simulated for about 5 ps in the absence of external
fields; we report in Table S1 their composition and potential energies
relative to the end products.

The first important result is that the MS02 system, containing
the supposedly intermediate reactants, has a higher potential
energy than both the MS03 and, especially, the starting MSO01
systems. In other words, the formation of formaldehyde and HCN
from the Miller molecules is thermodynamically disfavored, at
least at the DFT level, and thus very unlikely to occur in our small
simulation boxes over short picosecond timescales. Interestingly,
while no chemical reactions were observed in MS01 and MS03, at
the end of the zero-field evolution of MS02, we observed that
a H,CO and an ammonia molecule combined to yield a formam-
ide molecule (HCONH,).

Once the zero-field energetics have been evaluated, we set up
the actual in silico Miller experiment, by putting the MS01 system
under a finite electric field, to possibly observe the spontaneous
formation of formaldehyde and/or HCN, and thus make a chem-
ical connection with the intermediate Strecker (MS02) system.
However, once the electric field was switched on, up to 0.25 V/A,
the system only exhibited occasional water/ammonia proton
dissociations/jumps/recombinations, analogously to the case of
pure water (35). At fields around 0.35 V/A, however, more in-
teresting chemical reactions occurred in the MSO1 system. In
particular, we observed, within 2.1 ps of our 10-ps-long trajec-
tory, the field-induced formation of two formic acid molecules,
both achieved via the association of a hydroxide ion with a car-
bon monoxide, later neutralized by a proton diffusing via a typ-
ical Grotthuss mechanism (40). Even more interestingly, at
about 2.4 ps, a formamide ion HCONH;™, later evolving into
a neutral formamide molecule, formed via the simultaneous
association of a “Grotthuss proton” and an ammonia molecule on
the two available bonds of a carbon atom in a CO molecule, thus
creating the simplest possible O—C—N backbone.
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Metadynamics Analysis of the Formamide Reaction

We note that all those reactions, as the ones described in the fol-
lowing, were not simply due to the presence of reactive charged
species in solution, and that the field is the indispensable driving
force. We specifically checked this point in two ways. First, we
checked whether the presence of ionic species in solution could
explain the observed reactions under field by running a zero-field
simulation of the same initial set of Miller molecules but replacing
all water and ammonia molecules with their ionic OH™ and NH,*
counterparts. Although the proportion of ionic species was thus
much larger than any instantaneous one ever observed at finite
field, no reactions other than proton jumps until the full neutral-
ization of all molecules occurred, thus proving that the presence of
ionic species is not sufficient to promote the Miller reactions
without an external field.

Secondly, we carried out independent calculations, based on the
metadynamics (MetD) approach (41), to quantitatively determine
the effect of the electric field in the free energy of the reaction of
CO and NHj; to form formamide in aqueous solution, and of the
dissociation of the latter one into the starting reactants. To this end,
we set up a metadynamics simulation box, named MetD01, con-
taining 1 CO, 1 NHj;, and 30 H,O molecules, and chose the C—N
distance as the single reaction coordinate (RC). This choice, while
being only a projection of the multidimensional space of the RCs,
proved to be quite effective to yield a quantitative energetic
analysis of the formamide formation reaction. All metadynamics
technical details are provided in Methods.

We report in Fig. 1B the free-energy curve as a function of the
RC both without an external electric field and with an electric field
of 0.5 V/A, and a graphical representation of the MetD-based
reaction analysis. We observe that the effect of the field is to strongly
reduce the reaction barrier from about 58 to about 11 kcal/mol,
and to improve both the kinetics and energetics. Moreover, the
MetD trajectories allow decomposition of the chemical path be-
tween the reactants (CO, NH;) and the products (formamide), and
identification of the statistically relevant intermediate states or po-
tential transition states (TS): In fact, to obtain formamide, (i) one
C-N bond must form (TS1), (@) one C-H bond must form (TS2),
and (i) one N-H bond must break (TS3). In principle, these three
steps, which do not qualify as transition states yet, must all be ac-
complished to yield formamide, but they can be permuted in any
order to do so, thus passing through secondary intermediate steps
(SIS), as shown in Fig. 14.

However, our MetD analysis indicates that the three putative
transition states (TS1, TS2, TS3) are not energetically equivalent,
and that they occur in dramatically different proportions in the
presence of an electric field, as we report in Fig. 14. In fact, in
neutral conditions, the C-N bond formation (TS1, “orange” spe-
cies in Fig. 14) has an occurrence of about 70% among all in-
termediate states along the MetD trajectories (Fig. 1C); the break
of one N-H bond (TS3, “yellow” species) occurs about 29% of the
times, while the C-H bond formation (TS2, “purple” species) has
only a marginal occurrence (~ 1%). The situation is radically dif-
ferent in the presence of the electric field (Table S2). First of all,
the system visits the transition states about 20% more often than in
the neutral case, indicating that it more easily explores its chemical
landscape. More importantly, the relative presence of the potential
transition states is reversed: The C-H bond formation (TS2)
occurs 51% of the times, and the other two intermediate states
about 23% (TS1) and 26% (TS3). Although one might be tempted
to directly model from these results the reaction free energies, this
is not a rigorous procedure within the MetD approach, as visited
states do not necessarily correspond to actual transition states. To
this aim, we follow the procedure described in ref. 42, i.e., the so-
called committor analysis (see Methods), which reveals that, in the
absence of an external electric field, the TS2 state is capable
of yielding formamide in more than 50% of the independent
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Metadynamics-based analysis of the formation of formamide. (A) Representation of the chemical possible paths and intermediate/transition states. C-N,

+H(C), and —H(N) indicate the formation of a CN bond, the formation of a CH bond, or the break of a NH bond, respectively. Secondary intermediate states are
referred to in the text as SIS1, SIS2, and SIS3 from the top to the bottom, respectively. (B) Metadynamics-based free-energy landscape as function of the C-N
distance reaction coordinate. (C) Statistical occurrence of the potential transition states (TS) with and without an external field, following the same color code as
in A, and normalized with respect to the total occurrences in the fieldless case. (D) Energetics of the reaction with (blue line) and without (red line) the electric
field, evaluated by identifying the “purple” (TS2) step as the reaction transition state as E(TS2)=Eg+In(P(TS2)/B, where Eg is the MetD barrier, P(TS,) is the nor-
malized statistical occurrence of a given TS, state, and f is the thermal term. Energy values are expressed in kilocalories per mole throughout the whole image.

simulations, while the TS1 state falls into the formamide basin
about 1/3 of the time. The TS3 state, on the contrary, yields
formamide only less than 5% of the time despite being by far the
most likely intermediate state in the fieldless case. On the other
hand, in the presence of the field, all three potential TSs fall the
majority of the time (>75%) into the formamide basin. We can
thus conclude that TS2, i.e., the formation of a C—H bond, is the
actual transition state of this chemical reaction both with and
without field, and its extremely low occurrence in the latter case
explains its very large barrier at ambient conditions. This conclu-
sion is further supported by the fact that, among the SIS shown in
Fig. 14, the uppermost one (SIS1), NH, + CO, occurs, in the
fieldless case, almost 62% of the time, although being the only SIS
that cannot be achieved directly from TS3 (see Table S3). In other
words, when formamide is about to dissociate into its reactants, it
often takes the wrong chemical path in the neutral case. On the
other hand, in the presence of the field, the most frequent sec-
ondary intermediate states (>83%) are precisely the ones chemi-
cally connected to TS2.

On the basis of all of the above results, we can provide its
schematic energetic diagram (Fig. 1D) and suggest that the larger
availability of protons in the presence of an external field is very
likely the reason why the barriers and energetics are so different in
the two cases. A deeper analysis of the fine details of this reaction
is beyond the scope of the present work and will be carried out in
future studies. We note in passing that the same behavior is ob-
served in the subsequent breakdown reaction of formamide into
water and hydrogen cyanide, which we also analyzed with the
metadynamics tools. In fact, the formamide oxygen atom, in the
presence of the electric field, more easily catches a proton to form,
at first, formimidic acid, subsequently breaking its C bond and
leaving behind a cyanide species. On the other hand, this in-
termediate formimidic acid step is observed about 40 times less
often in the absence of the field. We report all these MetD data in
Tables S2—-S4.

Of course, at the DFT level, we cannot exclude that the
presence of radicals in real systems could play a role and likely
enhance the observed reactivity. On the other hand, the above
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results confirm that the electric field is not just a mere source of
activation energy but has a more active role in favoring the as-
sembling of larger chemical units from smaller ones, and thus
complexity. This ordering effect is confirmed by experiments
showing that charged electrodes in protein solutions favor crys-
tallization (43).

Results: From Formamide to Amino Acids

On the basis of the above results and of the absence of Strecker
intermediate products in the MS01 system and, on the contrary, of
the spontaneous formation of formamide in the MS02 system
even in the absence of field, we decided to explore a different path
to explain the Miller experiments. We conceived another system,
hereon named Miller—formamide (MF01), based on the MS01
one, but containing, from the start, eight molecules of each
chemically relevant molecular species so far identified, i.e., formic
acid, formamide, water, ammonia, and carbon monoxide, while
the inert nitrogen and methane were discarded. This choice was
also consistent with a century-old experiment of wet formamide
under an electric discharge, capable of unexpectedly producing
glycine (44). We set up the corresponding simulation box, and
carried out the AIMD calculations along the same lines of the
other systems. At a field of 0.35 V/A, the only observed relevant
reaction within 5 ps of trajectory, besides the typical proton
hopping, concerned a formamide and a formic acid, which com-
bined to form the smallest O=CH-N=CH-OH carboximide al-
cohol, whose pentagonal ring was closed by a H bond between the
oxygen atoms. At a higher field of 0.5 V/A, and along a 20-ps
trajectory, we observed the most interesting reactions to occur. In
particular, in agreement with a well-known industrial manufac-
ture process (45), we observed all along the trajectory that am-
monia and carbon monoxide often combined to yield formamide,
thus confirming once more the previous analysis of the effect of
the field in favoring this reaction. Once formed, formamide then
either fueled the synthesis of larger and more complex molecules
or broke down into water and hydrogen cyanide, as observed in
the classical Strecker reaction (2-4) and shown in Table S5,
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possibly after converting into its formimidic acid tautomer, as
follows:

NH; + CO - O=CH-NH;; O=CH-NH, - H,O + HCN.

A MetD analysis confirms that this latter reaction is also
enhanced by the presence of the field (Table S4). At the same
time, a similar yet less frequent reaction occurred between water/CO
and formic acid:

H,0 + CO - HCOOH.

After about 3.7 ps, as shown in Fig. 2, we observed that a car-
bon monoxide combined with a formamide molecule (Fig. 24),
a complex which dissociated into a hydrogen cyanide and a for-
mate anion (Fig. 2B), which, within 0.05 ps, combined with a just-
formed formamide-proton cation (i.e., a formamide whose car-
bonyl oxygen has bound a free proton), to yield a a-hydrox-
yglycine, as shown in Fig. 2 C and D.

This reaction is of course a crucial point of the whole study, since
it shows that the presence of the electric field induces important
chemical reactions, particularly the formation of an amino acid
from smaller organic molecules, i.e., formamide and formic acid, in
turn originated by the field-induced reactions of simpler and
smaller Miller molecules such as water, ammonia, and carbon
monoxide. As in the formamide case, we decided to explore this
reaction with the MetD approach, using the C-C distance as the
single reaction coordinate. To this end, we set up a specific super-
cell containing 30 water molecules and one formic acid and one
formamide molecule. This MetD study, although less refined than
the formamide one, allowed us a first approximation of the reaction
energy landscape, reported in Fig. 2E, which qualitatively confirms,
once again, the impact of the electric field in the reactivity of these
species. A more detailed and quantitative analysis of this reaction
would be significantly more complex, given the number of atomic
and molecular species potentially involved.

Interestingly, within a short time (0.03 ps), the carbonylic ox-
ygen bonded to the central o carbon atom, after losing a proton,
moved (in the opposite direction with respect to the field) onto
the carboxylic p carbon (Figs. 3 A—C), to finally bond a proton
moving along the field direction, and dissociated from the rest of
the molecule, thus leaving behind a NH=CH-COOH molecule
(Fig. 3 D—F). This latter molecule is known as dehydroglycine,
an a-amino acid very similar to glycine, the only difference being
the presence of a double bond (rather than a single one) between
the nitrogen and the central carbon atoms.

To attempt to find glycine at the end of the Miller chemical
path, we first checked that the average energy of a simulation
box containing glycine and water molecules (named Gly) is about
32 kcal/mol lower than the same box containing equal amounts
of dehydroglycine, H,, and water molecules (named DHGW).

H T oH
,(‘N_é}o] + c=o + H,:L.N,u
\1
]

. S
é,u_n] +[H\N,('2,:° + H*

o
e+

.,
o

v 5 on
2 ] L Y

.

Fig. 2.

We then set up a simulation box containing 10 dehydroglycine,
10 H,, and 10 formic acids molecules (labeled DHGF), the latter
ones belonging to our family of “homemade” Miller molecules,
preferred to water to improve the efficiency of the calculations and
favor an acid attack on the double bond between the N and C
atoms of dehydroglycine. The simulations were carried out at the
usual conditions and in the presence of a ~0.5 V/A field. We ob-
served, within less than a picosecond, one favorable and seemingly
barrierless event, namely the simultaneous attack of two hydrogen
atoms on an a-carbon atom of one dehydroglycine and a N atom
of an adjacent one. Within about 100 fs the two a-carbons ap-
proached, and the hydrogen atom finally jumped from one to an-
other, thus effectively yielding glycine, as shown in Fig. 4.

Discussion

This latter result is a significant one that represents the end of our
quest. We can summarize it as follows: (i) a computer simulation
Miller-like experiment has been hereby attempted via ab initio
calculation methods that include external electric fields; (if) the
initial mixture of simple Miller molecules spontaneously gives birth,
only under strong fields, to small intermediate organic compounds,
such as formic acid and formamide; this latter reaction, one of the
crucial results of this work, is driven by the presence of the electric
field, as our detailed MetD analysis quantitatively shows; (iii)
a mixture including more of those molecules, once put under a field
stronger than 0.35 V/A, is able to generate at least one proto-amino
acid, a-hydroxyglycine, again confirmed by a metadynamics analy-
sis, which, under the effect of the field, spontaneously transforms
into a-dehydroglycine; (iv) a mixture containing the latter species,
along with a subset of exclusively inbred molecules from previous
steps, spontaneously forms glycine, the simplest (and most often
found in real Miller experiments) standard amino acid; it is im-
portant to stress that all of the chemical reactions hereby observed
only occur under strong electric fields. Moreover, we observe, even
within the very short picosecond timescale of our simulations, that
the chemical pathway leading to glycine is seemingly more complex,
at least in the earliest stages of the reactions, than the standard
interpretation of Miller experiments, i.e., that of a classical Strecker
reaction, as we observe that formamide and formic acid form first,
and formaldehyde and hydrogen cyanide are secondary intermediate
steps to the formation of glycine. The presence of formamide and
formic acid is consistent with recent ab initio simulations (17) and
experiments (20) on the effect of bolide impact shockwaves in pre-
biotic chemistry, suggesting that very different physical conditions
might drive similar reaction mechanisms. It is also worth noting that
the possibility of new routes to make amino acids without formal-
dehyde intermediate is novel and gaining ground, especially in ex-
traterrestrial contexts (46).

In our study, we provide new insights precisely on this point
and, to our knowledge, for the first time at the quantum atomistic
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Formation of hydroxyglycine. Trajectory snapshots showing, within 50 fs, (A) the bonding of a formamide molecule with a carbon monoxide one,

followed by (B) the dissociation of a hydrogen cyanide, (C) leaving behind a formate ion that bonds another formamide (ion) molecule, (D) to yield
a hydroxyglycine. Standard color codes are adopted: carbon atoms are displayed in dark gray, nitrogen atoms in blue, oxygen atoms in red, and hydrogen
atoms in white. The relevant bond forming and breaking is highlighted by white arrows. The corresponding chemical reactions of A—B and C-D are sketched
in between the corresponding configurations. (E) The corresponding metadynamics-determined free energy as function of the C—C distance reaction co-

ordinate is reported.
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Fig. 3. Transformation of hydroxyglycine into dehydroglycine. Trajectory
snapshots showing, at first, the a-carbonylic oxygen moving to the g-carbon
atom (A-C, indicated by a white arrow), then, the dissociation as a hydrox-
ide ion (D and E, indicated by a white arrow), quickly neutralizing into
a water molecule by capturing a proton from formamide, which breaks into
a hydrogen cyanide and another water molecule (F, indicated by the second
white arrow). On the left of the figure, a dehydroglycine molecule remains.
The atomic color code is the same as in Fig. 2. The chemical formulae and
reactions at the bottom describe the events observed in D—F.

level, by showing that the first simple organic molecules that
spontaneously form, in the presence of an electric field, are for-
mic acid and formamide. We find in particular that the latter one
is at the crucible of the Miller experiment, and most likely of
many of the prebiotic chemical reactions leading to biological life,
since it is continuously formed under electric fields, and it con-
tinuously fuels the formation of more complex organic molecules.
It is in fact the combination of formamide and formate ion that
spontaneously yields an amino acid, eventually evolving into glycine.
Interestingly, our discovery of the role of formamide in building
one major class of biochemical species necessary to biological life,
amino acids, complements the findings of more and more studies
(47-50) on its role in the formation of the other major class of
biochemical species necessary to biological life, RNA bases. A re-
cent work (51) shows in fact that formamide can be the crucial step
in the formation of the so-called “missing G” of the nucleotide
bases, i.e., guanine, once subject to UV light. This result is partic-
ularly interesting since another recent study (52) shows the presence
of formamide in the environment of a solar-type protostar. In this
context, the implications of our work on the spontaneous formation
of formamide in the early pathway leading Miller molecules to
evolve into amino acids go beyond the first in silico reproduction of
Miller-like experiments, suggesting that the presence of formamide
might be a most telling fingerprint of abiotic terrestrial and extra-
terrestrial amino acids.

We conclude by considering that the potential implications of
our results on the understanding of the origins of life could go
beyond the historical Miller experiments. In fact, one of the leading
hypotheses in the field of the origins of life suggests that important
early Earth prebiotic chemical reactions might have occurred at the
surface of minerals (53-55); so far, this has been interpreted as due
to catalytic effects originated on the steric concentration and/or on
the chemical interaction of the reacting species with the active sites
at the mineral surfaces. However, surface polymerization scenarios
are still very far from being fully understood. In this regard, it is
interesting to notice that the comprehensive review of Lambert (56)
on prebiotic chemistry at mineral surfaces concludes with the fol-
lowing sentence: “Finally, a later step could involve the study of
activation mechanisms different from simple heating.” We show in
this study that the electric field acts as an order maker, promoting
the spontaneous assembling of simple Miller molecules into more
complex ones of biochemical interest. Our results suggest that the
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role of the electric field at the surface of minerals, even in the
closest proximity to the surfaces, needs to be explored in full depth,
as it could analogously be an important, and so far overlooked,
component in driving the prebiotic chemical reactions that
have made life possible.

Methods

Using the Car—Parrinello (CP) approach (36) we performed a series of AIMD
simulations on several “Miller boxes”, under the effect of intense electric fields.
All results were obtained using the software suite Quantum ESPRESSO (37).
Our systems were initially set up as shown in Table S1. Our ab initio calculations
were performed by using a plane—wave/pseudopotential scheme. We chose the
Perdew—Burke—Ernzerhov (57) exchange and correlation functional, quite reli-
able for aqueous systems.

The electronic interaction with the nuclei was described through ultrasoft
pseudopotential; we chose a kinetic energy cutoff of 35 rydberg (Ry) and
a charge density cutoff of 280 Ry. The fictitious electronic mass was set at a
value of 300 a.u.; the ion dynamics was carried out in the NVT ensemble using
the Verlet algorithm and Nosé—Hoover thermostats at a frequency of 13.5
THz. We carried out the ab initio simulations at the nominal temperature of
400 K, which is considered a reasonable value of typical prebiotic chemistry
temperatures (4). The typical time step was 0.1 fs, and the total simulations
time was of the order of 250 ps, as shown at the bottom of Table S1, where
we report additional figures on the accuracy and stability of our method.

Macroscopic polarization and finite electric fields are treated within the
Quantum ESPRESSO package with the modern theory of polarization (Berry
phases) (34), and have been used by our group to study dissociation and proton
conduction in water (35). Based on this implementation, we studied the effect of
electric field intensity in the range of 0.0-0.5 V/A; the field direction was chosen
parallel to the z axis of each of our cubic cells. The electronic kinetic energy
typically does not exceed 0.8 eV, while the electronic gap of the system is at least
2-3 times larger along the simulations.

Several cubic supercells were set up to study and amplify the different re-
action steps as long as they were successively observed, described in detail in
Table S1, and labeled as follows: Original Miller (M00), Miller—Strecker first
step (MSO01), Miller—Strecker second step (MS02), Miller—Strecker third step
(MS03), Miller—formamide (MFO01), dehydroglycine + formic acid and H, (DHGF),
dehydroglycine + water and H, (DHGW), and glycine + water (Gly). All systems
had a cubic cell side chosen to obtain a density of 1.0 g/mL. All boxes were set up
and equilibrated at first via a classical force field.

A preliminary test to all simulations reported in the main text was carried out
on a system, named MO0, based on the original Miller mixture and relative pro-
portions of ammonia, methane, and hydrogen, containing 32 H,O, 8 NH3, 8 CH,,
and 4 H, molecules, i.e., 160 atoms. This system showed, once the electric
field was switched on, a large number of events of proton dissociations/
recombinations/jumps involving water and/or ammonia molecules. How-
ever, no other reactions were observed, due to the extremely high pro-
portion of hydrogen atoms with respect to the other atomic species, making
very likely the saturation of instantaneous dangling bonds with the many
available protons regularly produced in the solution, and, as a consequence,
more significant C-N-O reactions unlikely to occur within the relatively short
simulation timescales. More generally, a calculation strategy expecting
within a few tens of picoseconds the formation of glycine and other amino
acids in simulation boxes containing very few Miller molecules appears quite
inefficient. The full reaction mechanisms need instead to be decomposed in
more elementary steps, including at each one of them the products of the
previous one, as described in the text.

Fig. 4.
drogen atoms bonding with the a-carbon of one dehydroglycine molecule and
with the nitrogen of a nearby one (A, shown by arrows). After about 90 fs, the
two a-carbon of both molecules approach (B, indicated by the arrow), and the
extra proton jumps from one of the two molecules onto the other one, yielding
glycine (C, indicated by the arrow). The atomic color code is the same as in Fig. 2.

Formation of glycine. Trajectory snapshots showing, at first, two hy-
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The energy landscape of the formamide reaction from CO and NH3 was calcu-
lated with the metadynamics approach (41), using the MetDO01 supercell described
above and the PLUMED 2.0 code (58). We chose the distance between the C and
the N atom as the reaction coordinate of the system. Potential transition states
have been tested with the committor analysis (42), i.e., by running 50 independent
AIMD simulations for each state and zero or nonzero field. Each simulation started
from the same configuration of each of the three TSs, but with a random distri-
bution of initial velocities, transition states being defined if both the initial and the
final states of the reaction occur a statistically significant fraction of times.
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